Retention-Error Patterns in Complex Alphanumeric Serial-Recall Tasks

Fabien Mathy  
Université de Franche-Comté, France

Jean-Stéphane Varré  
Université de Lille, France

We propose a new method based on an algorithm usually dedicated to DNA sequence alignment in order to both reliably score short-term memory (STM) performance on immediate serial-recall tasks and analyse retention-error patterns. There can be considerable confusion on how performance on immediate serial list recall tasks is scored, especially when the to-be-remembered items are sampled with replacement. We discuss the utility of sequence-alignment algorithms to compare the stimuli to the participants’ responses. The idea is that deletion, substitution, translocation, and insertion errors, which are typical in DNA, are also typical putative errors in short-term memory (respectively omission, confusion, permutation, and intrusion errors). We analyse four data sets in which alphanumerical lists included a few (or many) repetitions. After examining the method on two simple data sets, we show that sequence alignment offers 1) a compelling method for measuring capacity in terms of chunks when many regularities are introduced in the material (third data set) and 2) a reliable estimator of individual differences in short-term memory capacity. This study illustrates the difficulty of arriving at a good measure of short-term memory performance, and also attempts to characterize the primary factors underpinning remembering and forgetting.

The ability to recall a sequence of items in order is a fundamental psychological process that depends on many determinants, among them are: phonological features (e.g., articulation duration, phonological similarity, irrelevant sound; see Baddeley, 1986), temporal distinctiveness (Brown, Neath, & Chater, 2007), interference (Oberauer, Lewandowsky, Farrell, Jarrold, & Greaves, 2012), and decay (Barrouillet & Camos, 2012). Although some arguments can be advanced to support the idea that there exists no short-term or working memory functionally distinct from long-term memory (Surprenant & Neath, 2009), short-term memory and working memory usually refer to temporary storage and to temporary processing plus the processing of representations respectively (Aben, Stapert, & Blokland, 2012). Much of the research on immediate serial recall is most often associated with the concept of short-term memory, but because working memory tasks also require participants to immediately recall a list of items (albeit greater emphasis is placed on processing demands), we refer alternatively to short-term memory and working memory tasks and processes throughout the present study. We aim at discussing retention-error patterns and capacity estimates in both domains.

Span Tasks

The concepts of short-term memory and working memory are often used interchangeably (Aben et al., 2012), and the problem is further complicated by a large variety of tasks that do not necessarily follow a clear maintenance/(maintenance + manipulation) distinction. For instance, simple span tasks (e.g., digit span, letter span, word span) and complex span tasks (e.g., reading span, operation span) are assumed by many to measure short-term memory capacity and working memory capacity respectively (Conway et al., 2005; Conway, Kane, & Engle, 2003). However, we believe that it is not certain that these particular tasks strictly represent the storage vs (storage + processing) components. On one hand, because simple span tasks allow the to-be-remembered material to be processed freely (e.g., some digits can be associated with one another to facilitate storage), they do not exclusively concern the storage of information. In spite of this lack of specification, short-term memory tasks (sometimes called in a more neutral fashion immediate-serial-recall tasks) appear rather seductive because of their simplicity and are hence considered as touchstone tasks for testing, for instance, whether memorization is based on associations (Lewandowsky & Murdock, 1989; Murdock, 1995), positions (Burgess & Hitch, 1999; Henson, 1998b) or order (Page & Norris, 1998) –see Henson, 1998b for a review of these three theories of how a novel sequence of items is stored and retrieved in the correct order.

On the second hand, many complex span tasks involve a concurrent processing task (Conway et al., 2003; Lewandowsky, Oberauer, Yang, & Ecker, 2010), which is hypothesized to permit a separation of the storage and the processing components. In such tasks, the storage of the to-
be-remembered material alternates with the processing of the not-to-be-remembered material (since by design, the concurrent task directs the processing component away from the maintained items). Hence, the processing component is dismissed rather than investigated. We believe that the measures within simple and complex span tasks evolved toward the following distinction: storage + limited processing for short-term memory span tasks and storage for many complex span tasks (although other complex span tasks involve the simultaneous processing and storage of the maintained items, e.g., the backwards digit span, which requires one to immediately recall a sequence of digits in the reverse order, Abreu, Conway, & Gathercole, 2010; possibly, the running memory span, M. Bunting, Cowan, & Saults, 2006; Morris & Jones, 1990). As a result, the frequent entanglement of the different tasks (and the components they are supposed to reflect) might explain why sometimes there is a similar contribution of simple and complex span tasks to the prediction of intelligence (e.g., Colom, Rebollo, Abad, & Shih, 2006; Engle, 2002; Unsworth & Engle, 2006, 2007; Unsworth, Redick, Heitz, Broadway, & Engle, 2009).

Span Tasks Including Repetitions

A to-be-tested idea is that the processing component can play a more major role when dedicated to maintaining the to-be-remembered items. The storage-processing combination might be the most correct composite variable for predicting cognitive abilities, but mostly when the stored items are also processed. This is an issue that we recently started to tackle (Chekaf & Mathy, submitted, 2012; Mathy & Feldman, 2009), by developing the idea that the role of the processing component can be enhanced when inviting participants to chunk the items to be stored. In this framework, the processing of the maintained items is induced by the use of repetition schemas in the material, which favor a recoding process (see also Fischer-Baum, 2012, in which repetitions were also used to reveal the rich ways participants process sequential information). However, as demonstrated in the present study, the use of repetitions within lists of items requires a specific method to score memory performance reliably. This paper provides an introduction to this methodology.

Since the study by (Miller, 1956), most efforts in studying short-term memory capacity have focused on obtaining a pure measure of capacity limits by blocking the recoding of the to-be-remembered material. For instance, because the set of letters ‘b-h-n’ is less meaningful than ‘u-s-a’, it is believed that people need to form three independent representations to retain ‘b-h-n’, whereas only one is required for ‘u-s-a’. The recoding of ‘u-s-a’ in ‘usa’ is an example of an unwanted artifact in short-term memory experiments. As a result, a series of memory capacity tasks (usually referred as working memory tasks) have been developed using more controlled material to prohibit recoding. The current project takes an opposite direction, by analyzing individuals’ errors in non conventional serial-recall tasks in which the alphanumeric stimuli are sampled with replacement. Such tasks can generate more interference and/or facilitate the grouping of items, and as a result are more complicated to score. Immediate serial-recall tasks and simple span tasks can be synonymous, but since our serial-recall tasks cannot be considered simple, the second terminology (i.e., simple span tasks) is avoided in this paper.

Scoring Methods

Scoring is fundamental, but the choice of scoring procedures can considerably change the estimates for a given span task (Conway et al., 2005, pp. 774-775 who compare four basing scoring procedures; some examples are given by Cowan, 2001, p. 100; see also Martin, 1978, in the context of immediate free recall; St Clair-Thompson & Sykes, 2010; Unsworth & Engle, 2007) and can change reliability (Friedman & Miyake, 2005). For instance, some researchers advocate that there might not be such a fundamental difference between the magical number 4 (maybe reflecting a 100% correct performance criterion) and the magical number 7 (using a 50% criterion; see commentary by B. L. Bachelder, p. 116 in Cowan, 2001; Broadbent, 1975, also advised taking performance discontinuities into account). In most psychometric tasks, participants are presented with increasingly long series of elements. For instance, participants are presented with three series of each length, until they fail to recall the elements of all three series at a particular level. In that case, the correct recall of all the series of one, two, and three elements, of two series of four elements and one series of five elements can result in a span of (3+3+3+2+1)×1/3 = 4 (Barouillet, Bernardin, & Camos, 2004, p. 88; Conway et al., 2005’s all-or-nothing scoring) or can result in a span of (3 + 3 + 3 + (2 + .75) + (1 + .6 + .6) × 1/3 = 4.65 if one takes into account the number of elements correctly recalled in each series (the participant recalled in that case once 3 elements out of 4, and twice 3 elements out of 5; see Conway et al., 2005’s partial-credit scoring). Our objective is to demonstrate that scoring supraspan lists (i.e., the lists that exceed capacity) can be facilitated by sequence alignment methods. Such methods present the additional benefit of determining the errors individuals make when they misrecall a list.

Examples of studies interested on supraspan conditions include those which evaluate the retention span by integrating the area under the serial-position curves (Murdock, 1962; Brown et al., 2007). However, again, different scoring criteria can lead to substantial differences in the serial-position curves obtained: For instance, Farrell and Lewandowsky (2002) showed how two serial-position curves differed (p. 10) when either a strict criterion or a less stringent criterion was used. To take another example of how scoring can prove tricky, Henson (1998b) recommended scoring by input position or by output position (p. 124), but acknowledged that the distribution of omissions plotted against input position can differ from that plotted against output position. As a last example, McCormack, Brown, Vousden, and Henson (2000) pointed out that because there were inherent ambiguities in the scoring method they employed in their task, they had to use lists of the same length to facilitate comparisons and a written serial-recall procedure that enabled them to classify most errors unambiguously. None of these procedures are considered standard, straightforward, and generalizable. To make matters worse, these procedures are simply inadequate
to score the lists that include repetition. Such material unconditionally requires other methods in order to compute partial-credit scoring.

The method that we develop in this study is unfortunately—in its current development—no more standard, straightforward, and generalizable than those cited above. However, we believe that the idea of developing a method for lists that include repetition is not a straw man argument because the literature shows much promise in studying learning material that present repeatable patterns for which similar methodological difficulties might arise (e.g., grammar learning and chunking, French, Addyman, & Mareschal, 2011; Servan-Schreiber & Anderson, 1990: short-term memory, Della Sala, Gray, Baddeley, Allamano, & Wilson, 1999; Henson, 1998a; Mathy & Feldman, 2012). There is effectively an obvious need to study lists with repetition in order to study interference processes and chunking abilities. For instance, by mixing items of dissimilar kinds (e.g., 1564782 instead of repeatable items 11001011010101), the possibilities for studying interference and chunking are rather limited. In our case, the method allows us to make an estimate of the amount of information individuals can hold in short-term memory in various tasks. Specifically, we target an estimation of capacity irrespective of response accuracy, that is, the actual number of items or chunks that can be correctly recalled by participants immediately after presentation. Again, it must be pointed out that we do not intend to introduce a new golden standard method for computing memory capacity since the method presents several options that can prevent its standardization. However, there is a practical difficulty of scoring performance when repetition or regularity are introduced in the material, and we believe that the use of sequence alignment algorithms is the best option, if not the only one, to obtain a reliable estimation of the material recalled in the four experiments presented in this paper.

We now develop a short argument against studying oversimplified lists. Although it simplifies the scoring process, experimenting with lists of items sampled without replacement has disadvantages as compared to confusable tasks (e.g., those in which items are drawn with replacement). When digits are used, for instance, conditional probabilities are not the same across the sequence. Suppose the stimulus is 12489653, and the participant can only recall the first eight digits 12489653, there is still a $p = 1$ chance that 7 is the last digit to be remembered, so it will be recalled more easily by a participant for whom the span is 8 items. In other words, $p$ simply increases with list length (see Martin, 1978, Exp. 1; likewise for an experiment by Page & Norris, 1998, in which only a set of eight nonconfusable letters was used, with no repeats).

However, performance scoring can prove unreliable when the items to be recalled are drawn with replacement. For instance, given a 1100110 response for a 110010110 stimulus, we need to determine which portion was forgotten by the participant (e.g., 11001*0*110, or 110010*1*10, both of which lead to a 1100110 response). A simpler example would be a 125417 response to a 1251417 stimulus, for which a correct alignment of the items would clearly indicate that the item in fourth position was forgotten. A correct scoring of such stimuli might help estimate whether repetition allows the items to be less recalled when far apart, a phenomenon known as the Ranschburg effect (scoring difficulty in this context was identified by Henson, 1998a). The solution that we propose, namely aligning the stimulus and the response, will typically focus on both memory for the temporal occurrence of events and item memory, two highly debated processes (Anderson & Matessa, 1997; Burgess & Hitch, 1999; Botvinnik & Plaut, 2006; Brown, Preece, & Hulme, 2000; Estes, 1997; Gallistel, 1990; Henson, Norris, Page, & Baddeley, 1996; Henson, 1998b; Lewandowsky & Murdock, 1989; Page & Norris, 1998).

To more reliably score short-term memory (STM) performance, we propose a new method based on an algorithm, usually devoted to DNA sequence alignment. We discuss the utility of aligning the stimulus and the participant’s response to get the most reliable pattern of errors. Determining the similarity between two sequences is a common task in computational biology. For instance, alignments are usually used to analyze phylogenetic relatedness between two DNA sequences. Our method does not depend on which computational model of STM is considered for further analysis. Our conception is based on the idea that typical DNA errors are also typical putative errors in short-term memory. Although not directly referring to DNA sequencing—an approach that has never been considered before to the best of our knowledge—the classification of errors made earlier by Henson (1998b, p. 123) perfectly fits DNA errors, so there is great incentive to use bioinformatic tools. Errors can be categorized as follows: deletion/omission (forgetting), substitution/confusion (an item is replaced by another), translocation/transposition/movement errors (an item is recalled in an incorrect position), and insertion/intrusion errors (an item is inserted during recall, or an item is erroneously repeated). The last type of error occurs very rarely (Henson et al., 1996), which provides support for response suppression during recall (Lewandowsky, 1999). In certain commercial software packages, such algorithms are available in the form of simple functions that are almost as easy to run as a function for computing a mean (e.g., nwalign MATLAB® function, MATLAB®, 2009b, Bioinformatics Toolbox™, The MathWorks). We used such algorithms to analyze a few new empirical datasets, for digits and letters drawn with replacement. For example, a benefit of the new scoring method is to go beyond the usual partial-credit scoring methods by better rectifying the span estimates when errors are committed by participants. Usual partial-credit scoring methods are vulnerable to differences in input position and output position of the items. For instance, when a participant makes an omission error on the first item, then all of the later items in the sequence would not be scored as correct. Our method makes use of an algorithm that aligns the recalled items to their original position to better credit the participant’s memorization.

This study illustrates the difficulty of arriving at a good measure of STM performance, but also attempts to determine the primary factors underpinning remembering and forgetting. By applying a new scoring method, our principal goals
are to estimate the span, to decompose memory errors by category, to calculate the number of errors by category, to estimate the number of chunks that can be encoded in short-term time, and to compare the spans estimated by different scoring methods. The first two experiments were carried out to evaluate the short-term memory span based on sequence alignment and to analyze retention-error patterns in simple-span tasks that required immediate serial recall of lists with possible repeated items. These two experiments were also conducted to investigate the proportion of deletion, substitution, and insertion errors by item position, the increase in substitution, insertion, and deletion errors with list length, and the number of items recalled as a function of list length. As demonstrated below, the advantage of the new method is that the span and retention-error patterns are estimated simultaneously in a single pass.

The aims of the last two experiments were twofold: (a) to evaluate the memory span for chunks based on sequence alignment (i.e., the number of chunks encoded given the number of chunks in a list) in immediate serial recall tasks; chunking processes were induced by introducing regularity in the lists; (b) to evaluate the relationship between the memory span for chunks and the span estimated by a common working memory battery (a question was whether chunking processes can adequately measure the processing component of working memory) and to show that low vs high working memory span groups differ in terms of retention-error patterns.

Experiment 1 and Experiment 2 respectively introduce a few repetitions in simple digit and letter span tasks in order to start applying our method to simple cases. We first run a basic analysis of performance for the first two data sets in the Result sections before computing the sequence alignments. We obtained reliable error frequencies by position, and a separate estimate of the increase in error rate with list length. We also show that the number of errors grows exponentially with list length (especially deletions and substitutions), that insertions and translocations are the rarest kind of errors, and that six items is the upper limit of the number of correctly recalled items in supraspan conditions (i.e., adding items beyond the person’s memory span does not generate much more interference).

Experiment 3 and Experiment 4 focus on chunking memory span tasks. In Experiment 3, a data set from a previous publication (Mathy & Feldman, 2012) is reported. This data set was analysed here with greater details in order to prove the benefit of having a correct stimulus-response alignment when computing the number of chunks that could be adopted by the participants (i.e., the actual number of correctly encoded and correctly recalled chunks, irrespective of response accuracy). This analysis also shows that when regularity is introduced in the lists, the number of actual number of chunks recalled by participants is asymptotic to four (independently of the number of unpacked items), which confirms previous observations (Cowan, 2001). Experiment 4 tested memory performance for lists that included several repetition ratios (from no repetition to random alternation of two items). Our motivation was that with more repetition, the information held in memory is further processed, in contrast to dual-tasks in which much effort is made by the experimenter to separate the maintenance and processing components (Baddeley & Hitch, 1974). In this last experiment, we confronted three scoring methods (all-or-Nothing, partial-credit vs. alignment) in the prediction of four working memory tasks developed by Lewandowsky et al. (2010). Our result shows that performance for lists with repetitions computed with our alignment method offers the best estimator of individual differences in working memory capacity when the processing component is involved. All the results are discussed in a single General Discussion section.

**EXPERIMENT 1: Random Sequences of Digits**

**Method**

**Participants**

The participants were 37 students at the Université de Franche-Comté, France. They received course credit in exchange for their participation.

**Procedure**

In this computer-run experiment, participants were given an immediate serial-recall task. Each stimulus list of digits (chosen amongst the 0-9 range) was composed of at most 10 digits. On each trial, the entire list was presented sequentially to the participant at a pace of 1 digit per second (1-sec onset-to-onset time between digits). The participant was asked to immediately recall as many digits as possible in the order in which they were presented. The length of the list was random (from 3 to 10), rather than progressively increasing, to avoid confounding fatigue or learning effects with task difficulty effects (and to avoid other peculiar effects, see Conway et al., 2005 p. 773).

Each experimental session was limited to half an hour and included 100 separate stimulus lists. The 100 lists and their order were randomly drawn for each participant. Each stimulus was presented at a pace of 1 digit per second. The digits were randomly drawn with replacement (except that a digit could not occur twice in succession). In a given list of digits, each digit replaced the previous one in the same spatial location. After the presentation of the last digit of a given list, participants entered their response on a keyboard. The time for recall was unlimited and the participants were allowed to correct their response. They were asked to recall as many digits as possible in the correct order.

The digits entered by the participants were displayed on the computer screen (1 cm wide and 1.5 cm tall Arial letters) placed side by side to form a single row going from the participant’s left to his/her right. The participants could read their response to make sure the sequence of digits they entered was what they had intended. Once they confirmed their response by pressing the space bar, they were shown the next list.
Stimuli

The stimuli were displayed visually on the computer screen. Each stimulus was about 3 cm tall and was presented in the middle of the screen in white Arial font against a black background.

Results

The data from all participants were included in the analysis. The total number of digit sequences recalled by the participants was 3699. The proportion of correct responses as a function of the number of digits is shown in Table 1.

Table 1 also shows that the participants’ recollection of the stimuli was below 50% around seven digits ($p = .42$ at 7 digits). The odds ratio, which quantifies the discontinuity observed between 6 and 7 digits, was $(326/458)/(189/451) = 1.7$, meaning that the proportion correct was 1.7 times better for 6-digit stimuli than for 7-digit stimuli.

Figure 1 shows the mean proportion of correct responses averaged across participants. Like Crannell and Parrish (1957) and many subsequent studies, we found an S-shaped function. The mean proportions are given in the last row of Table 1. A simple estimation of memory span from the sum of the proportion of correct responses across conditions (i.e., integrating under the performance curve) gave 6.2 (assuming that the proportion correct was 1 for both 1- and 2-digit sequences—since there was no such sequences in the data—).

In order to detect the presence of discontinuities in the results, we ran several t-tests with repeated measures between adjacent conditions (i.e., 1 digit vs 2 digits, 2 vs 3, 3 vs 4, etc.), adjusting the alpha level with Bonferroni’s correction. All of the comparisons were significant except the one between 9 and 10 digits, but the greatest difference occurred between 6 and 7 digits ($M_d = .35$, $sd_d = .21$, $t(36) = 9.9$, $p < .001$), recalling the magical number seven capacity limit. A similar result was obtained by running a piecewise linear regression analysis to test the presence of a dramatic change occurring between 6 and 7 digits (6.5 was subtracted from the data in order to test the difference between the two intercepts at point 6.5 and separate slopes before and after 6.5). The multiple regression analysis could show a significant jump of .25 at 6.5 digits (although this was not the only significant breakpoint).

EXPERIMENT 2: Random Sequences of Letters

Method

Participants

The participants were 31 Franche-Comté University students who received course credit in exchange for their participation. None of them had participated in Experiment 1.

Procedure

The procedure was the same as in Experiment 1, except that list of letters were randomly drawn (with replacement) instead of digits.

The data of all participants were included in the analysis. The total number of letter sequences recalled by the participants was 2740 (instead of the 3100 total that would have been obtained had the 31 participants been given more than half an hour to complete the 100 trials). The proportion of correct responses as a function of the number of letters is shown in Table 1.

Table 1 also shows that the participants’ recollection of the stimuli was below below 50% around seven digits ($p = .30$ at 7 letters). The odds ratio, which quantifies the discontinuity observed between 6 and 7 letters, was $(235/397)/(83/280) = 2$, meaning that the proportion correct was twice as good for 6-letter stimuli as it was for 7-letter stimuli.

Figure 1 shows the mean proportion of correct responses averaged across participants. The mean proportions are given in the last row of Table 1. A simple estimation of memory span from the sum of the proportion of correct responses across conditions gave 5.8 (i.e., integrating under the performance curve, assuming that the proportion correct was 1 for both 1- and 2-letter sequences).

In order to analyze the discontinuities in the results, we run several t-tests with repeated measures between adjacent conditions (i.e., 1 letter vs 2 letters, 2 vs 3, 3 vs 4, etc.), adjusting the alpha level with Bonferroni’s correction. All discontinuities were significant except the one between 4 and 5 letters ($p < .016$, which did not reach the alpha level after correction) and the one between 8 and 9 letters ($p < .011$), but the greatest difference, again, occurred between 6 and 7 letters ($M_d = .27$, $sd_d = .21$, $t(30) = 7.0$, $p < .001$). A similar result was obtained by running a piecewise linear regression analysis that revealed a significant jump of .20 at 6.5 letters (although, again, this was not the only significant breakpoint).

Scoring Based on Sequence Alignment Algorithms

Our aim here was to characterize the retention-error patterns using sequence alignment algorithms (SAA). Recall accuracy can simply be determined by analyzing the number and position of deletions (forgotten items), mutations (substituted items, e.g., caused by acoustic confusion, Conrad, 1964), and insertion errors (adding an item that was not present in the original stimulus, or repeating an item at a later position). The search for translocations (transfer of a sequence to another location) or inversions (an entire sequence is reversed) is generally beyond the scope of SAA because such movements usually only concern large portions of DNA. Given that the permutation rates seemed very low in the data sets when we tested other ad hoc methods, we focused first on a basic algorithm run with default parameters,

---

1 One of our participants did not have sufficient time to finish the experiment. Because there was no indication of the number of lists completed on the screen, the experimenter could not know that the participant was one trial short of finishing the experiment.
Table 1
Correct-response data, as a function of the number of digits or the number of letters in the stimulus in Exp. 1 and Exp. 2

<table>
<thead>
<tr>
<th>Experiment 1</th>
<th>Number of digits in the stimulus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>No. of Correct Responses</td>
<td>343</td>
</tr>
<tr>
<td>Total No. of Responses</td>
<td>353</td>
</tr>
<tr>
<td>Proportion of Correct Responses</td>
<td>.97</td>
</tr>
<tr>
<td>Mean of Per-Subject averages</td>
<td>.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment 2</th>
<th>Number of letters in the stimulus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>No. of Correct Responses</td>
<td>337</td>
</tr>
<tr>
<td>Total No. of Responses</td>
<td>347</td>
</tr>
<tr>
<td>Proportion of Correct Responses</td>
<td>.97</td>
</tr>
<tr>
<td>Mean of Per-Subject averages</td>
<td>.96</td>
</tr>
</tbody>
</table>

in view of searching for deletions, mutations, and insertions only.

Since there is empirical evidence that permutations are likely to occur in short-term memory tasks (Brown et al., 2000; Healy, 1974; Henson, 1996), it is still possible to modify basic algorithms to make them include the search for permutations between items, as demonstrated later. Because items are more likely to be recalled in a position near their original position than in a more distant one (a tendency called “locality constraint”, Nairne, 1992; Henson et al., 1996), we computed the mean number of permutation errors that occurred between adjacent items (i.e., movement errors with a move distance equal to 1, such as ‘ab’ instead of ‘ba’). The probability that two adjacent items were permuted was very low for both datasets, that is, \( p = 0.064 \) (i.e., one pair out of 15; see also Majerus, Poncelet, Elsen, & Linden, 2006, p. 859, in which a similar .06 proportion was found in their immediate serial recall tasks) and \( p = 0.024 \) (i.e., one pair out of 42) for digits and letters, respectively (these low probabilities match those obtained by Henson et al., 1996, p. 91). Permutation likelihood apparently corresponds to the number of items in each stimulus set, since \( 0.064/0.024 \approx 1/(10/26) \). However, the number of permutations roughly estimated by searching the pairs that were found to be permuted without...
pre-alignment of the stimulus and the response is a very unsure estimate, especially when items are drawn with replacement. For instance, for a stimulus ‘13145’ and a response ‘1345’, too simple an algorithm would search for permutations of the following pairs: 13, 31, 14, and 45; the algorithm would erroneously find one permutation (31 changed into 13). However, a basic alignment of the digits would indicate instead that the third digit was deleted while the first two digits and the last two digits were correctly recalled. Accordingly, the number of permutations found after aligning the stimulus-response pairs was only .023 for digits and .022 for letters.

In bioinformatics, sequence alignment is a way of arranging two or more sequences of DNA in order to identify regions of similarity between the sequences that might signal functional or evolutionary relationships, such as motifs that code proteins (Needleman & Wunsch, 1970; Notredame, 2007; Mount, 2004). Without going into great detail, string matching with errors operates basically by computing the minimal distance between two strings, for instance, by computing the minimum number of basic operations (character insertions, deletions, substitutions) required to transform x into y (for an introduction to string matching, see Duda, Hart, & Stork, 2001, who give an example of how to compute the distance between ‘excused’ and ‘exhausted’ when only letter insertions and substitutions are considered).

We used the MATLAB®nawalign function, with its default parameters (using an algorithm based on the method of Needleman & Wunsch, 1970). This function calculates a global alignment by a form of optimization that implies that the alignment spans the entire length of the two query sequences. The two required pieces of input are simply the stimulus and the associated response. To make the algorithm work, letters or digits can easily be randomly assigned a codon, which usually specifies one amino acid, itself represented by a letter (e.g., A for Alanine, C for Cysteine, etc.). A simple function was used to reformat the digits and letters into amino acid letter codes, before entering them into the nawalign function. A second function was used to get the original symbols back. Alignments can be represented in text format. Pipe symbols and colon symbols can be used to indicate identity between two items and substitution between two items, respectively. Figure 2 demonstrates how alignments are produced by SAA. Every mismatch between two symbols was considered a mutation/substitution. The nawalign function was used instead of a simpler Levenshtein distance (i.e., the minimum number of operations needed to transform one string into another, with the allowable operations being deletion, substitution, or insertion) in order to adjust the cost of the different operations more freely.

A major advantage in using SAA is that the correspondence between the items and the positions is maintained after a participant makes an error. For instance, after a participant responds ‘aemfah’ instead of ‘aemfah’, a SAA aligns the h letters (see Fig. 2, 2nd example) and finds an insertion of the letter ‘e’. This allows the last item to be scored as correctly recalled. Too simple an algorithm for scoring data would indicate systematic position errors after an error is made by a participant, which would tend to overestimate the number of position errors. This point is central in our demonstration. Such difficulties can be avoided by using material drawn without replacement although this solution might slightly favor recall and limit the study of interference processes as we noted above. For instance, when aemfh is recalled instead of ‘aemfh’, one could merely conclude that the 5th stimuli was correctly recalled. However, using material drawn with replacement, searching for items or counting items in the stimulus and the response can be questionable. For instance, for 125137 instead of ‘12156137’, counting the number of 1’s reveals that one of them was deleted, but knowing exactly which one cannot be done without thoroughly examining the context in which the ‘1’ items were recalled.

Reanalysis of Experiment 1 and Experiment 2 using SAA

We first ran a SAA on both datasets, in order to compute the mean number of items correctly recalled given list length, irrespective of response accuracy (Figure 3). The numbers were computed by summing the number of pipe symbols in every alignment produced by the algorithm. Figure 3 shows a clearly flat performance curve of about 6 items in supraspan conditions (i.e., beyond the person’s memory span). The high correlation between the two curves of the mean data points in Figure 3 (r = .99, N = 8) denotes a similar limitation in span, that is, a limitation of around 6 or 7 items in conditions where

1) aemfah
   || : : ||
2) aemfa - h
   aensah aemfaeh
3) aemfah
   4) 1 2 8 7 1 - 4 6 8
   aem * a h 1 4 8 * 1 6 4 6 8

Figure 2. Illustrations of alignments showing (1) substitution errors (2) insertion error (3) deletion error, and (4) combination of errors. Note. For each of the four examples: Top row: stimulus. Bottom row: participant’s response. Middle row: global alignment. Pipe symbol: alignment. Colon: substitution. A dash denotes an insertion in the participant’s response. A star denotes a deletion in the participant’s response.
the participants were unable to recall the stimuli perfectly. Regarding the flatness of the curves, two ANOVA (one on lists of 7 digits or more and the other on lists of 9 letters or more) revealed no main effect of stimulus length on the number of items recalled. Also, two inverse functions were fit to the mean data points and reveal both revealed an asymptote between 6 and 7 items, \( R^2 = .99, N = 8, F > 448, p < .001 \) for digits, and \( R^2 = .97, N = 8, F > 198, p < .001 \) for letters. An extrapolation for lists of length 15 gave a mean span of 6.3 digits and 6.6 letters\(^4\).

We then summed the number of insertion, deletion, and substitution errors for each stimulus, on incorrect responses. Figure 4 indicates that participants were prone to an exponential number of errors as a function of list length. The mean data points for digits and letters fit by quadratic functions \( (R^2 = .99, \text{MSE} = .007, \text{RMSE} = .084, \text{and } R^2 = .99, \text{MSE} = .002, \text{RMSE} = .049, \text{respectively}) \) were also highly correlated \( (r = .99, N = 8) \). Figure 4 gives a precise idea of the expected number of errors made by participants in cases where they could not recall a stimulus list. For instance, for a list of 7 letters that was not correctly recalled, participants made on average 2.5 errors. Both curves indicate a culmi-
Figure 5. Proportion of deletions, substitutions, and insertion errors by item position in Exp. 1 and Exp. 2. Note. Error bars indicate ± one standard error. Standard errors increased with position number because few stimuli had items with high position numbers whereas a greater number of stimuli had low-position number (for instance, all stimuli had items in position 1). In other words, the fanning effect (Farrell & Lewandowsky, 2002), which refers to a decrease in performance at a given serial position as list length increases is masked here.
A) Digit deletions and substitutions

B) Letter deletions and substitutions

Figure 6. Fanning effect of the proportion of deletions or substitutions (combined), by item position, in Exp. 1 and Exp. 2.
tion point of approximately 4.5 errors for lists made up of 10 symbols. Again, the number of items that could be repeated consistently without errors was 3 or 4 when considering the entire set of participants’ responses, but this curve still indicates that although few participants made errors in these conditions, those who did made many (around 1.5 errors for a 3- or 4-item list).

Figure 5 shows how many deletions or substitutions occurred for a given position. For both sets of data, we observe culmination points around .5 for deletions and .2 for substitutions. The number of deletions was similar to the number of omissions predicted by the redintegration model (Lewandowsky, 1999, p. 441, Fig. 4), and close to the number of item errors in Page and Norris (1998, p. 768, Fig. 5). Note that Figure 5 gives the cumulative numbers: for instance, the first mean data point in Figure 5A is based on all stimuli, since all stimuli had one item on position 1. When the number of errors was computed for each stimulus and then divided by the number of stimuli, we observed respectively 84% for deletions of digits (simply meaning that 84 deletions were found for 100 stimuli) and 100% for deletions of letters, and 68% for substitutions of digits and 68% for substitutions of letters, that is, there were approximately 1.5 times as many deletions as substitutions. The percentage of insertions was the smallest (9% for digits and 8% for letters). These differences are comparable to those obtained by (McCormack et al., 2000) (p. 229), although their proportions were lower since none of their stimulus lengths exceeded six letters. These numbers seem high, but errors did not appear independently and for each stimulus, which explains why they seem above the approximate 50% error rate found in Table 1. But still, they indicate an interestingly high degree of uncertainty inherent to short-term memory processes. Figure 6 indicates the fanning effect of error (Farrell & Lewandowsky, 2002), which refers to a decrease in performance at a given serial position as list length increases; this effect was hidden in Figure 5.

A gap accounts for the occurrence of insertions and deletions when pairs of correlated elements in two sequences cannot be identified. The cost to create a gap is called ‘gap opening’ When the algorithm was used with a non-default value for the gap opening (GapOpenValue = 2 instead of GapOpenValue = 8), which specifies the penalty for opening a gap in the alignment, the results were quite comparable except that more insertions were found (as expected, since a gap opening allows an insertion operation). Setting the gap opening to a low value was necessary for getting the fourth example in Figure 2 to come out as expected. Using a low penalty (GapOpenValue = 2), the two 1’s could be aligned, along with the deleted ‘7’ and the inserted ‘6’ item. Using a higher penalty, 7 was considered to have been replaced by 1, and 1 was considered to have been replaced by 6. Using a low value for the gap opening, the percentage of insertions was greater, and this logically gave rise to a greater number of deletions and a smaller number of substitutions. This demonstrates the flexibility allowed by such algorithms. When the number of errors was computed for each stimulus and then divided by the number of stimuli using the non-default value, we observed respectively 99% for deletions of digits and 115% for deletions of letters, and 43% for substitutions of both digits and letters. The proportion of insertions was higher (24% for both digits and letters). This broadly indicates that deletions were twice as likely as substitutions, and likewise for substitutions compared to insertions, a quite different pattern from the one we obtained with the default value. As a result, the mean data points of Fig. 3 were highly correlated (rs = .99) with those obtained using the non-default value, indicating a similar trend in the data. However, the increase in the number of insertions found changed the capacity estimates that were given in Fig. 3. In spite of the high correlation noted above (signaling a similar trend and a capacity plateau), we observed a higher measure of the number of items recalled using GapOpenValue = 2 (t(7) = 3.0, p < .02 for digits, and t(7) = 3.7, p < .008 for letters. The numbers are given in Table 2, which still indicate a common limitation around 6 items across the four columns.

Let us take a stimulus-response pair observed in our data (61029296, 69250929).

Using GapOpenValue = 8, we obtained:

```
6  −  1  0  2  9  2  9  6
|  :  :  :  |  | |
6 9 2 5 0 9 2 9 *
```

The algorithm uses a single insertion in order to align the 929 blocked sequence. This alignment presents the advantage that adjacent substitutions can be used as a potential location for transposition errors (for instance, items 0 and 2 which could have been swapped by the participant could easily be recovered).

Using GapOpenValue = 2, we obtained:

```
6  −  −  1  0  2  9  2  9  6
|  :  :  |  |  |  |
6 9 2 5 0 * 9 2 9 *
```

The algorithm finds one extra insertion and one extra deletion in order to align the 0 item in the middle. Consequently, the number of operations associated with crediting the participant with recalling the 0 item is quite high, so the alignment does not seem plausible.

Using GapOpenValue = 1, we obtained:

```
6  −  1  0  2  −  −  9  2  9  6
|  |  |  |  |  |
6 9 * * 2 5 0 9 2 9 *
```

Now, the alignment considerably increases the number of insertions and deletions in order to align the 2 item in comparison with the GapOpenValue = 8 condition. Again, the solution does not seem to reflect plausible psychological errors.

Overall, the default value seemed the most plausible in our data when we scrutinized the different alignments. Future research could profit from individual differences and make use of confirmatory modeling to better parameterize the algorithm, by improving the fit between the manifest variable that...
would reflect performance on the newly studied task (scored by using a sequence alignment algorithm) and a latent variable estimated from several other tasks. It still remains difficult to predict whether correlations are expected between these tasks and more conventional span tasks.

Our algorithm (available for download) allowed us to conduct an additional analysis because it authorizes non-contiguous transposition operations in order to better compute the distance between each stimulus-response pair (e.g., \[h\text{mn}[a]\] instead of \[\text{[a][nm][b]}\]) as well as transpositions of contiguous groups of items (e.g., \[\text{[mb][an]}\] instead of \[\text{[an][mb]}\]). Our algorithm produces several error patterns, depending on the cost associated with the transposition error. For instance, given a 868948636 stimulus and a 989648148 response made by a participant on the tenth trial, one can notice that the participant recalled a peculiar symmetry at the beginning of the stimulus: 9896 instead of ‘8689’ \$^5\). With a very high value associated to a transposition error, the algorithm produces a ‘*:|:|’ alignment (deletion of the 8, substitution of 6 by 9, match for 8, match for 9, insertion of 6). With an intermediate value, the algorithm first transposes 89 with 6 (8[89][6] instead of 8[6][89]), and finally finds a substitution of 8 by 9 for the first item, given that 9896 is then compared to 8[89][6]. Finally, using a smaller value, the algorithm transposes the first item with the rest of the sequence in order to indicate that the first item was recalled in the last position (i.e., [868948636][8] instead of [8][68948636]; then the transposed stimulus [868948636][8] can be matched to the participant’s response 989648148 to get the alignment). A last example: the same participant gave a 6910547839 response for a 691340537 stimulus (29th trial). In this case, our algorithm found that 691[734][0537] could be transposed into 691[0537][734] to better match the response. Thus, we notice that the participant correctly recalled the first three items, 691, then almost correctly recalled 0537 (although the 3 was changed into a 4, and although the block was recalled in the wrong place). For the previous example, the best alignment we obtained was:

\[
\begin{array}{ccccccc}
6 & \text{[−2]} & 1 & 0 & 9 & 2 & 9 & \text{*}
\end{array}
\]

with a transposition cost equal to 3. In this case, the 2 and 10 sequences are nicely swapped, resulting in the identification of 6 items recalled. However, note that capacity estimates would be different in spirit from those we gave above, which were supposed to reflect immediate recall in correct order. For instance, applying this algorithm to the digits, we obtained capacity estimates equal to 6.0, 6.1, 6.1, and 6.5 (for stimulus length ranging from 7 to 10). The numbers are again asymptotic to a capacity of around 6 items, and match the values of Table 2.

**EXPERIMENT 3 (reported in Mathy & Feldman, 2012)**

The first two experiments used simple span tasks that required immediate serial recall of lists in which the frequency of repeated items was quite limited. The new method proved to be adequate for the identification and the quantification of memorization errors, but the two span tasks that served as our benchmark for testing our method cannot be considered as fundamentally novel. The goal of the last two experiments was to test our method on more novel tasks. We chose to induce a chunking process by allowing associations to be made between items that presented many regularities (Exp. 3) or repetitions (Exp. 4). These highly patterned lists invited the participants to group and recode the list into chunks. It is well established that the limit appears to be about four chunks when experimental conditions prevent both chunking and rehearsal of the presented items (Cowan, 2001), but Experiment 3 and Experiment 4 aimed at assessing the span in conditions favoring chunking and rehearsal.

In a famous paper, Miller (1956) suggested that the capacity of short-term memory (STM) is limited to a “magical number” of about seven (plus or minus two) items. More recent research now appears to account for a smaller estimate of about four items (Baddeley & Hitch, 1974; Broadbent, 1975; Brady, Konkle, & Alvarez, 2009; Cowan, 2001, 2010; Estes, 1972; Gobet & Clarkson, 2004; Halford, Baker, McCredden, & Bain, 2005; Halford, Wilson, & Phillips, 1998; Luck & Vogel, 1997; Pylyshyn & Storm, 1988; Zhang & Luck, 2008).

In contrast to many memory span tasks in which chunking is deliberately suppressed to achieve correct estimation of working memory capacity (Cowan, 2001), recent research encourages chunk formation processes and gives preference to more liberal short-term memory tasks (introducing redundancies or regularities). These tasks are especially useful to assess capacity in contexts in which associations can be made by participants (Brady et al., 2009; Chen & Cowan, 2010).

Table 2: Number of items recalled by list length in Exp. 1 and Exp. 2, irrespective of response accuracy, using GapOpenValue = 8 (default value; the numbers are plotted in Fig. 3) and GapOpenValue = 2.

<table>
<thead>
<tr>
<th>Stim. Length</th>
<th>GapOpenValue = 8</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Digits</td>
<td>Letters</td>
<td>Digits</td>
<td>Letters</td>
<td>Digits</td>
<td>Letters</td>
</tr>
<tr>
<td>3</td>
<td>2.97</td>
<td>2.97</td>
<td>2.97</td>
<td>2.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.92</td>
<td>3.86</td>
<td>3.94</td>
<td>3.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.77</td>
<td>4.67</td>
<td>4.80</td>
<td>4.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.53</td>
<td>5.21</td>
<td>5.57</td>
<td>5.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5.81</td>
<td>5.40</td>
<td>5.91</td>
<td>5.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5.81</td>
<td>5.38</td>
<td>5.98</td>
<td>5.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5.75</td>
<td>5.78</td>
<td>5.95</td>
<td>5.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6.04</td>
<td>5.81</td>
<td>6.27</td>
<td>5.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The other peculiar feature is that even though the response hardly matched the stimulus at all, the number of items recalled was correct.
2005; Mathy & Feldman, 2012). For instance, the bridge between the two previously mentioned estimates (4±1 vs 7±2) can be made by measuring how much information can be compressed during the task, the true capacity limit appearing to be about 4 while 7 reflecting the number of unpacked items (Mathy & Feldman, 2012). This section aims at analyzing previous data reported in an experiment by Mathy and Feldman (2012). In this experiment, the authors devised a chunking memory span task in which chunking was deliberately facilitated by introducing sequential patterns into the digit sequences. It was hypothesized that the capacity limit is 4±1 “chunks” of information, consistent with many studies (Cowan, 2001). Twenty-three participants were given an immediate serial list recall task in which lists of digits were created by using increasing or decreasing series of digits (called runs) of variable lengths and increments. The increments were variable between runs within lists, but the increments were constant within runs. For instance, three runs (say, 123, 2468, 43) were concatenated to form a 123246843 list. The length of the sequence was randomly drawn between 3 and 10, the length of the runs was randomly drawn between 1 and 10, and the increment (respectively +1, +2, and -1 for the previous example) was randomly drawn between -3 and +3 (except 0). It was hypothesized that because each of the runs could be chunked, the participant’s measured digit span should consistently depend on the number of distinct chunks per sequence, with a limitation of 4 chunks independently of the number of digits that could be unpacked.

In their experiment, all the digits of a given sequence were displayed at once in order to facilitate the chunking process (a procedure inspired by O’Shea & Clegg, 2006). The amount of time during which the entire sequence was shown on the screen was proportional to the number of digits (one second per digit). Whenever a chunk was built by the program, the digits were located on a new line. Therefore, the number of lines simply reflected the number of chunks in a list. The participants were instructed that each line would correspond to a regularity found by the computer. The experimental setting was therefore optimized in order to simplify the memorization process in that the participants could use both verbal and visual information to chunk the digits that were displayed at once. The participants were instructed to recall the digits in order.

All the other aspects of the experimental procedure were similar to the procedure described in Experiments 1 and 2 of the present paper (timing, number of trials, size of stimuli, response entered on the keyboard, and unpredictable list length).

**Results**

The chunk span was equal to 4 by integrating under the performance curve (Conway and colleagues’, 2005, all-or-nothing scoring). Also, the rate of decline in performance showed that the participants’ performance fell below 50% at about 4 chunks, confirming the prediction of Mathy and Feldman. However, these measures do not indicate the number of chunks present in the recall output for each list.

The alignment between the stimulus and the response in the data was therefore computed in order to estimate the actual number of chunks that were both correctly encoded and correctly recalled for each stimulus, irrespective of response accuracy. A correct order of the chunks was taken into account to score performance. The computation of the alignment is particularly helpful to avoid assigning correct recall to one chunk incorrectly (false alarm) and to fail to credit a chunk not strictly recalled at the expected position but nevertheless entirely recalled. For instance, given a 123.2.432 stimulus, and a 123.432 response, the alignment ‘||| - |||’ signals the omission of the ‘2’ digit in the middle of the sequence, the correct recall of ‘123’ at correct positions, and the correct recall of ‘432’ at lower positions than expected. The recall of the chunks was computed in order, beginning with ‘123’, and so on. Once ‘123’ was credited, it could be removed from the subsequent search function. Then, when searching for the ‘2’ one-digit chunk, the algorithm encountered an omission symbol which was associated with incorrect recall. Because the search function followed the alignment, the ‘2’ digit could not be wrongly associated with the one present in the ‘432’ chunk. The resulting estimation of the number of correctly recalled chunks for this example is 2. In sum, the alignment simply allows scoring a chunk as correctly recalled, no matter the strict position of the digits recalled in the participant’s response. Fig. 7 indicates the number of chunks that were actually encoded as a function of the number of chunks in the stimulus. The figure shows a logarithmic performance asymptotic to about 4 chunks, $R^2 = .99$ ($N =7$), $p < .001$, $y = .838 + 1.7 \times ln(x)$.

The estimation of capacity in this experiment therefore relied on three different scoring criteria that converged to a single value around 4. One advantage of our alignment method is that it allows manipulating chunks of various sizes, in contrast to other studies in which chunking is restricted to predictable pairs or triplets of items (Burtis, 1982; Chen & Cowan, 2009; Cowan, Chen, & Rouder, 2004; De Kleine & Verwey, 2009; Li, Blair, & Chow, 2010; O’Shea & Clegg, 2006).

**EXPERIMENT 4: Individual differences**

Common working memory span tasks such as the reading span (Daneman & Carpenter, 1980) have been thought to measure the ability to simultaneously process and store information. However, as already mentioned in the present paper, the design of such tasks is meant to separate the storage of the to-be-recalled items and the processing of the not-to-be-recalled items. Unsworth et al. (2009) attempted to better understand why such a complex span task correlates so well with measures of higher-order cognition by examining the respective roles of processing and storage using batteries of short-term and working memory span tasks. They found that processing did not fully account for the predictive power of complex span tasks and that simple span tasks were equally predictive of higher-order cognition. An issue is that the role of the processing component in predicting intelligence can
be undermined when processing is directed toward the not-to-be-recalled items.

There is also accumulating evidence that suggests that executive functions are related to intelligence (Friedman et al., 2006), but the question of how chunking relates to intelligence is more rarely raised. It quickly appears that inquiring about the relation between short-term memory, working memory, executive functions, chunking and intelligence requires an extensive methodology! As a startup experiment, our goal here was simply to start examining the relation between chunking in short-term memory and working memory. The idea was to show that the use of tasks in which the to-be-recalled items need to be simultaneously processed and stored (for instance, while chunking the to-be-recalled items) is a valuable option to study the role of the processing component, and that in this condition a correlation can be found with working-memory tasks in which the processing of the to-be-recalled items is privileged (for instance, in tasks requiring the updating of the items).

Method

According to St Clair-Thompson and Sykes (2010), one outstanding issue is whether scoring methods influence the predictive ability of working memory tasks. Although studies showed that short-term memory (STM) and working memory (WM) measures are closely related (Colom et al., 2006), appropriate scoring methods might help capture the processing component of WM tasks, which was hypothesized to add predictive power above and beyond what is accounted for by storage in simpler STM tasks (Unsworth et al., 2009). Unsworth and Engle (2006) for instance suggested that complex spans better predict higher-order cognition because the processing component of working memory span tasks is involved in the retrieval of items that are displaced from primary memory. To simplify matters, as a first step, the present experiment only focused on the correlations between a new chunking memory span task and several WM span tasks.

This last experiment aims at showing the utility of measuring STM capacity without separating the memory contents from the material to be processed. On the contrary, WM tasks require that the to-be-recalled items to be interspersed with other activity unrelated to the retention of the items. We follow the idea that the processing component should provide some index of the capacity of WM (Unsworth et al., 2009). The authors argue that if the capacity of working memory is the capacity to simultaneously process and store information, then measures of both processing and storage should be examined together in association. We further argue that processing and storage should be examined together in association when both processes are dedicated to the to-be-recalled items. Our hypothesis is that chunking can adequately measure the processing component of WM.

The chunking-memory span paradigm (Mathy & Feldman, 2012) was again used in the present study with the same goal of deliberately prompting the grouping of memory items. Many lists allowed possible associations between the items to form related units (for instance the list BBFF-BBB could be retained as three chunks instead of seven independent letters). In this case, the processing component was thought to contribute to the storage of the letters reorganized in chunks. However, some other lists were only composed of different letters without repetition (for instance: BFKJH). This enabled the computation of two different measures of STM capacity within-subjects: a STM span for the lists that contained no repetition (using both all-or-nothing scoring and partial-credit scoring), and a less standard span based on the number of correct letters recalled after an alignment was computed when the lists contained repetitions. These three measures were then correlated with a working memory battery. We hypothesized that the span computed with the alignment method (based on conditions in which the to-be-recalled letters were processed to form chunks) would predominantly correlate with a memory updating task that involves a similar process in which the processing component is directly involved in the retention of the items (i.e., the digits are processed before being stored). In order to keep the following analysis short, we do not aim to explain the formation of chunks in this experiment contrary to the previous one in which this goal was targeted (not to mention that the identification of the chunks is far more complicated in the present experiment).

Participants

The participants were 69 Franche-Comté University students who received course credit or 10 euros in exchange for their participation. None of them had participated in any of the precedent experiments.
Stimuli

The stimuli were capital letters (‘B’, ‘F’, ‘H’, ‘J’, ‘K’, ‘Q’, ‘R’, ‘T’, ‘X’, ‘Z’) chosen for having few phonological similarites in French. The stimuli were displayed visually on a computer screen using MATLAB and the Psychophysics Toolbox (Brainard, 1997). Each letter stimulus was about 2 cm tall, presented in the middle of the screen at a pace of one second per item, and printed in black Times font against a grey background. In a given list of letters, each letter replaced the previous one in the same spatial location. Each list was composed of a maximum of 10 letters.

Procedure

Each experimental session lasted half an hour and included 46 separate stimulus lists. The 46 stimuli and their order were randomly drawn for each participant. After the list was presented, the participants entered their response on a keyboard. The time for recall was unlimited and the participants were allowed to correct their response. They were asked to recall as many letters as possible in the correct order. After the participants validated their answer with the space bar, a feedback screen (plain green vs plain red) indicated whether the recall was correct (i.e., item memory + order memory both correct) for one second before the user was able to move on to the next list.

The 46 lists were built as follows: the length ($N$) varied from 1 to 10 letters, and the number of different letters ($n$) varied from 2 to $N$ for each length. This generated the following conditions following the $N/n$ format: 1/1, 2/2, 3/2, 3/3, 4/2, 4/3, 4/4, (...), 10/10, which generated 46 conditions.

Once this first task was terminated, the participants were administered the Working Memory Test (WMT) for MATLAB (Lewandowsky et al., 2010), which we translated into French. The WMT includes four heterogeneous tasks: a memory updating task (MU), an operation-span task (OS), a sentence-span task (SS), and a spatial short-term memory task (SSTM). In OS, the participant saw alternating arithmetic operations and to-be-remembered consonants. The participant had to judge the correctness of each equation while retaining the consonants for later serial recall. SS worked in a similar way except that the concurrent task was to judge the meaningfulness of simple sentences. In SSTM, the participant had to remember the location of dots in a 10 \times 10 matrix. In MU, the participant was presented with a set of frames (between 3 to 5 across trials) that contained the to-be-remembered digits displayed for 1 sec each. Following encoding, arithmetic operations (from -7 to +7) were shown in the frames and had to be applied to the digit that was currently remembered in the corresponding frame. The result of the operation on the digit had to replace the precedent memorized digit. Between two and six updates had to be made for each trial, but not every frame was necessarily updated within a trial. The participant typed the updated digits in each frame when prompted by a question mark.

MU, OS, and SS capacity were scored as the proportion of items correctly recalled. The authors of the battery make clear that their procedure matches a partial credit scoring procedure. For instance, in OS and SS, items were scored as correct when recalled in the correct list position. For SSTM, performance was computed by awarding 2 points whenever a dot was perfectly recalled, 1 point for a deviation of one cell, and 0 points otherwise.

Again, it was hypothesized that the span computed with the alignment method on conditions in which the participant was induced to form chunks would better correlate with the memory updating task that involved the to-be-remembered digits to be processed before being stored. Our scoring method was not applied to the working-memory-test battery, which computes its own estimation of the span.

Results

To summarize quickly how performance varied with list length ($N$) and chunking opportunities ($n$, with less chunking opportunities offered with higher $n$), we started by computing a linear regression across trials using correct response (scored 1/0 for each trial) as the dependent variable. The result showed that the two factors were significantly predictive of performance (respectively $\beta_N = -0.57$ and $\beta_n = -0.15$, with an overall $R^2 = 0.44$), with each increase in $N$ or $n$ resulting in lower performance.

The WMT data were processed using scripts in R (R Development Core Team, 2005) included in the WMT package. The means and SDs for MU, OS, SS, and SSTM were respectively .50, .64, .61, and .81. These values are slightly lower than those observed by Lewandowsky et al. (2010), but they consistently matched the rather low mean letter spans that we observed in our task (about 5.5, according to the analysis below). The chunking-memory span data were separated into two different data sets: a condition in which there was no repetition in the material and a condition in which repetitions were present in the material. For the first set, a span was computed using both the all-or-nothing method and the partial-credit scoring method across the 690 selected trials. For the second data set, we again used the simple MATLAB®/nwalign function with its default parameters to compute the number of letters in the response that were correctly aligned with the original list (across the remaining 2484 trials). We simply summed the number of letters in the response that were correctly aligned with the original list to produce a measure of span. Table 3 shows the correlations obtained between the different methods and the Working Memory Test tasks. Confirming our hypothesis, the correlation was highest between MU and the span computed with the nwalign method on lists that contained repetitions of letters. The partial-credit method gave better correlations than the all-or-nothing method. Furthermore, the differences between the correlation coefficients, between the partial-credit method and the nwalign one within each column (controlling for the .639 correlation coefficient between partial-credit and nwalign spans) were all significant (all ts(66) > 2.37 considering that the r’s were dependent and using the formula provided by Cohen & Cohen, 1983 p. 57 with $n − 3$ degrees of freedom).
We then used our own alignment method to inquire about transposition errors. The two alignment methods were highly correlated \((r = .95, N = 69)\). The participants were then split around the median span computed using the alignment method to distinguish a low-span group from a high-span group. One interesting point is that only the number of deletion errors distinguished our low-span sample from our high-span group. The mean number of alignments per list separation errors distinguished our low-span sample from our high-span group. One interesting point is that only the number of deletion errors distinguished our low-span sample from our high-span group.

\[ t(67) = -10, p < .001 \]

However, the number of substitutions, transpositions and insertions were not significantly different between the groups (the means across both groups were respectively .45, .23, and .19 for the respective errors). Figure 8 shows the repartition of error types per group. This tends to show that the number of deletions represent most of the variance across groups, as opposed to the other types of errors that can be considered more marginal.

**Discussion and Conclusion**

Although discussions about immediate serial recall during the last century mainly focused on a subtle examination of the mechanisms underlying memory encoding and retrieval (Nairne, 2002), the scoring of performance is regularly called into question (Blankenship, 1938, p10; Conway et al., 2005; Friedman & Miyake, 2005; St Clair-Thompson & Sykes, 2010; Unsworth & Engle, 2007). Effectively, microscopic memory errors need to be accurate in order to test the models. The expression “Garbage in, garbage out” is sometimes used to call attention to the fact that nonsensical data will not be questioned by a model. The aim of this paper was twofold: to study memory for serial order using complex material and to propose an adequate method for scoring performance in this more complicated context.

Presenting a limited number of items with no repeats has many advantages when it comes to controlling the factors underlying performance (e.g., McCormack et al., 2000), but such material may facilitate the recall process, especially when using lists of similar length across trials. We also suspect that simple material is used precisely to facilitate scoring. The cost of using too overly simple material is that participants can find many strategies, for instance to guess what items are in the last few positions. In addition, the limitation of item repetition prevents researchers from discovering remarkable phenomena such as the Ranschburg effect⁶ (Henson, 1998a). There is no doubt that there are many other effects to be discovered (Fischer-Baum, 2012).

Another remarkable phenomena is that secondary memory (St Clair-Thompson & Sykes, 2010; Unsworth & Engle, 2007) might be involved to a greater extent when span tasks involve greater processing of the to-be-recalled items. This is the case when repetitive information can be chunked (Exp. 3 and Exp. 4). In turn, such tasks require the use of more complex scoring methods able to capture performance. The aim of the present study was to develop such a scoring method, based on the use of sequence alignment algorithms. In light of our results, we highly recommend this method that facilitates the identification of many usual memory errors, and which eventually produces an estimate of the span that is not underestimated. One interesting example is that the span seems to remain constant in supra-span conditions (about 6 digits or letters in Exp. 1 and 2, and about 4 chunks in Exp. 3), as we observed stabilized performance (the slight plateaus in Fig. 3 and 7 tend to indicate that there is no deterioration of the encoded items when capacity is exceeded). We believe that this method makes a significant contribution to the short-term memory domain, as it can provide usual description of the data, such as fanning effects (Fig. 6), as well as less usual description such as the quantification of memory errors with list length (Fig. 4) and the repartition of memory errors in low vs high span groups (Exp. 4). Finally, we showed that interesting relationships can be found between different estimates and common working memory tests (Exp. 4).

We also agree with Unsworth and Engle (2007) that a particular process may affect performance more on one task than on the other. For instance, the chunking memory span tasks used in Exp. 3 and Exp. 4 directly test the capacity of short-term memory to simultaneously process and store information. The chunking aspect of the tasks involves that processing efficiency and accuracy should be positively correlated: the participants who are more efficient at processing better encode information and subsequently obtain higher span

---

⁶Ranschburg effects in our experiments were naturally favored since items were sometimes repeated, but our goal was not to detail this effect.
scores. We believe that there is a dire need to extend experimentation on immediate serial recall to such complex material. For instance, Unsworth et al. (2009) argue that the processing component is often overlooked in complex span tasks in which relatively few errors are committed, and that other studies have attempted to use single-task (process-only) performance seem ill-suited to learn about how processing performance affects recall performance during the more specific complex span tasks. Our tasks present another potential advantage. We believe that developing more complex tasks (with adequate scoring methods) such as those presented in this paper could be useful to increase similarity-based interference errors to further test models of short-term memory capacity limits (e.g., Oberauer & Kliegl, 2006).

Concerning the alignment method per se, Friedman and Miyake (2005) recommended that researchers score span tasks with continuous measures (i.e., partial-credit rather than all-or-nothing, a point of view supported by our results in Exp. 4). We believe that the sequence alignment method that we used to score performance in all our experiments directly follows this piece of advice, because it allows a proportion correct to be estimated in case many errors are committed. In addition, offering a new method for scoring performance can also help in designing experiments. For instance, Chen and Cowan asked participants to leave a slot blank if they forgot a word for a particular serial position (Chen and Cowan, 2005, 2009); see also McCormack et al. (2000; Maylor, Vousden, & Brown, 1999; Maylor et al., 1999). We believe that this parameterization flexibility can be profitable to model performance in various populations, in particular for examining developmental changes in serial-recall error patterns (McCormack et al., 2000; Maylor, Vousden, & Brown, 1999; Maylor et al., 1999). We believe that this flexibility does not undermine the fact that alignments can be computed easily and rapidly for both serial data with or without repeatable patterns. Finally, the most important question is not to know if the estimation is reproducible, but rather to know if it is worthwhile to memorize lists which contain repetitions in order to study memory processes. If the lists with repetitions are worthwhile (e.g., Hu and Ericsson (2012)), it is necessary to find a way to evaluate performance.

A couple of problems should be addressed in future research. In relation to what was stated above, although an estimate of short-term memory span can be made by running a sequence alignment algorithm, the estimate is subject to slight variations that depend on how the algorithm is set up. Calibration can be done, for instance, by checking the alignments on a few critical examples before testing the algorithm on various populations. Another problem is that searching for items that have been moved several positions away (Henson, 1996) requires additional analysis. For instance, if instead of recalling ‘abcde’, a participant recalls ‘bcdea’, the algorithm might indicate that the first ‘a’ item was deleted and that the ‘a’ one was inserted. Further computation is needed to check whether the deleted and the inserted items are the same, in which case the translocation error can be identified if it was not detected during the initial analysis. A final problem pertaining to the choice we made concerning the experiments is

<table>
<thead>
<tr>
<th>Set</th>
<th>Method</th>
<th>Mean span (SD)</th>
<th>MU</th>
<th>OS</th>
<th>SS</th>
<th>SSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-repetition</td>
<td>All-or-nothing</td>
<td>5.4 (1.3)</td>
<td>.319**</td>
<td>.278*</td>
<td>.157</td>
<td>.142</td>
</tr>
<tr>
<td>no-repetition</td>
<td>Partial-credit</td>
<td>5.4 (1.3)</td>
<td>.336**</td>
<td>.420**</td>
<td>.249*</td>
<td>.191</td>
</tr>
<tr>
<td>repetitions</td>
<td>nwalign</td>
<td>5.6 (0.6)</td>
<td>.631**</td>
<td>.531**</td>
<td>.395**</td>
<td>.245*</td>
</tr>
</tbody>
</table>

Table 3
Correlations between two span measures (All-or-nothing vs Alignment) and the Working Memory Test tasks in Exp. 4. Note. Memory updating task (MU), an operation-span tasks (OS), a sentence-span task (SS), and a spatial short-term memory task (SSTM). N = 69. **, p < .01; *, p < .05.
that our experiments used unpredictable list lengths, which is known to limit capacity in comparison to fixed-length list tasks (M. F. Bunting, Cowan, & Colflesh, 2008). There is a possibility that this choice also reduced the stability in the patterns of errors we observed.

SAA offers many options that could incite further studies. For instance, subsequent research would benefit from using the same set of stimulus sequences across participants. The use of multiple sequence alignment is an idea that needs to be pursued in order to characterize inter-participant error patterns and their variance. A multiple alignment can show all the sequences along a consensus sequence that is determined by the alignment. This method would tend to reinforce the single analysis produced by simple sequence alignments by assigning a given type of error to a given position with greater certainty. The consensus sequence would guarantee that the best alignment is found before the error patterns are analyzed. In addition, by recoding several stimuli presented sequentially to participants, by position (for instance, ‘ahfc’ and ‘rtes’ both transformed into ‘1234’), the algorithm could be used for finding proactive interferences of positional information (or protrusions), in other words, the greater likelihood that an erroneous item in one trial would occur in the same position in the previous trial (Henson, 1996, 1998b).

This study focused on a method revisited by bioinformatics aimed at measuring performance and providing the best possible characterization of retention-error patterns in complex immediate serial recall tasks. We believe that the systematic error patterns that such a method may reveal will help shed light on the mechanisms underlying both remembering and forgetting.
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